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SUMMARY

We introduce the Interactive Decision Committee method for classification when high-
dimensional feature variables are grouped into feature categories. The proposed method
uses the interactive relationships among feature categories to build base classifiers which
are combined using decision committees. A two-stage or a single-stage 5-fold cross-
validation technique is utilized to decide the total number of base classifiers to be combined.
The proposed procedure is useful for classifying biochemicals on thebasis of toxicity ac-
tivity, where the feature space consists of chemical descriptors and theresponses are binary
indicators of toxicity activity. Each descriptor belongs to at least one descriptor category.
The support vector machine, the random forests, and the tree-basedAdaBoost algorithms
are utilized as classifier inducers. Forward selection is used to select the best combinations
of the base classifiers given the number of base classifiers. Simulation studies demonstrate
that the proposed method outperforms a single large, unaggregated classifier in the pres-
ence of interactive feature category information. We applied the proposed method to two
toxicity data sets associated with chemical compounds. For these data sets,the proposed
method improved classification performance for the majority of outcomescompared to a
single large, unaggregated classifier.

Keywords and phrases:Chemical toxicity; Decision committee method; Ensemble; En-
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1 Introduction

The assessment of potential toxicity associated with drugsand commercial chemicals is an important
topic in medicinal chemistry and toxicology. Standard toxicity assessment requiresin vivo testing in
animals, which is expensive, time consuming, and raises ethical concerns. For these reasons, only a
small fraction of commercial chemicals have been tested extensively. Thus, there is increasing inter-
est in developing models for accurate toxicity prediction,to better prioritize chemicals for testing,
with an ultimate goal of purely computational toxicity prediction. Quantitative Structure-Activity
Relationship (QSAR) modeling is one of the most popular approaches to develop computational
toxicity models (Richard, 2006). QSAR approaches model therelationship between chemical struc-
tures and target biological activities and the resulting models are used to predict the target biological
activities using the chemical descriptors of new compounds. External prediction accuracy is one
of the most important issues in QSAR modeling. However, mostcurrently available QSAR toxic-
ity models have relatively low prediction ability for new compounds (Stouch et al., 2003; Johnson,
2008).

The goal of this paper is to develop a new modeling procedure to improve computational models
of animal toxicity. We propose an extension of the decision committee method to use functional
information of existing feature categories to improve accuracy of the classification model. Simula-
tion studies demonstrate that the proposed method outperforms a single classifier in the presence of
interactive association between feature categories. To the best of our knowledge, our paper is the
first study to consider the interactive relationship among existing feature categories to combine base
classifiers for more accurate classification in the decisioncommittee context. To set the stage for
our contribution, we briefly introduce the basic idea of the decision committee method and related
issues.

The decision committee method, sometimes calledensembleor classifier fusion, is known to
perform better than a single classifier by integrating multiple base classifiers which are individu-
ally trained by a deterministicinducer (a mapping from a training sample to a classifier) into the
combined classification system (Opitz and Maclin, 1999; Assareh et al., 2008). The basic idea of
the decision committee method is that each base classifier can provide complementary information
about the pattern to be classified, which may lead to better performance in the classification task
(Vale et al., 2008).

In addition, aggregating multiple predictions from different base classifiers can resolve the prob-
lem of overtraining (Shin and Markey, 2006). Aggregation isthe procedure by which multiple
classifiers are combined into a single large classifier. A good choice of the aggregation rule can
improve the classification accuracy. There are many different aggregation rules in the decision com-
mittee method literature (Clemen, 1989; Ali and Pazzani, 1996; Dietterich, 1997). Researchers have
focused on three methods to aggregate base classifiers: selecting the best one (winner takes all),
voting for the most popular class, and stacking with some other learning algorithm. The winner
takes all strategy selects one best base classifier. Voting for the most popular class takes an average
over outputs from the base classifiers with or without weighting, and classifies the examples into the
class that has the most votes. Stacking (or stacked generalization), introduced by Wolpert (1992), is
a general method of learning with meta-level classifiers using predictions from the base classifiers
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as inputs (Sigletos et al., 2005). In this study, we combine base classifiers by using either voting
(majority vote) or stacking. We discuss aggregation rules in detail later in this paper.

In the decision committee method,diversity among base classifiers is one of the key factors
to improve classification performance, and can be even more important than the aggregation rule
(Assareh et al., 2008). Lam (2000) and Shipp and Kuncheva (2002) characterized diversity by inde-
pendence among the base classifiers (independency), tendency to make different decisions (orthog-
onality), and complementary effects (complementarity) among base classifiers. Krogh and Vedelsby
(1995) define diversity as disagreement among the base classifiers on feature variables. It is obvious
that there would be no accuracy gained by aggregating multiple classifiers which provide identical
information about the classification pattern. Diverse classifiers provide varied information for the
classification patterns.

One can increase the diversity among base classifiers through resampling individuals as training
sets (for example, boosting (Freund and Schapire, 1997) andbagging (Breiman, 1996)), selecting
different subsets of feature variables (for example, the random forests (Breiman, 2001) and the
random subspace algorithm (Ho, 1998)), or using different types of learning algorithms to build
base classifiers. Recent research has improved classification performance further by integrating
boosting or bagging with feature selection (for example, (Stefanowski, 2005) and (Assareh et al.,
2008)).

In ensemble feature selection, each base classifier is trained based on different subsets of fea-
ture variables. See Opitz (1999), Abeel et al. (2009), Vale et al. (2008), and Tuv et al. (2009) for
more details. Many recent studies of chemical toxicity haveutilized the ensemble feature selection
method to develop QSAR models. Budka and Gabrys (2010) applied a ridge regression ensemble in
which base classifiers were trained using different featuresubsets selected by the “plus-L-takeaway-
R” method (van der Heijden et al., 2004). Dutta et al. (2007) proposed an ensemble feature selection
method to identify an optimal subset of chemical descriptors based on different types of learning
algorithms applied simultaneously. Neither study, however, considered the potential interactive re-
lationship between existing categories of descriptors. Including these two studies, most published
articles in the decision committee method literature have focused on finding better aggregation rules
or on feature selection using marginal prediction ability (Bauer and Kohavi, 1999; Assareh et al.,
2008; Tuv et al., 2009).

When feature variables belong to some informative categories, base classifiers with feature vari-
ables belonging to each category as input covariates yield different predictions of outcome due to
fundamental differences in the information contained in the variables. Eventually, this increases
the diversity among base classifiers. Each category might provide important insight into the data
structure by itself (the univariate method) or via association with other categories (the interactive
method). It is scientifically reasonable to assume that different feature categories may be interac-
tively associated, and that such relationships could affect the classification task.

In this paper, we propose the interactive decision committee (IDC) method to improve prediction
accuracy in binary classification problems when high-dimensional feature variables are grouped into
feature categories. The method uses the interactive relationships between existing feature categories
to build base classifiers in the decision committee context.This is our first contribution. Our second
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contribution is to utilize a two-stage 5-fold cross-validation (CV) technique to choose the number of
base classifiers to be combined using the Support Vector Machine (SVM) algorithm. This technique
reduces problems on overtraining by controlling the size ofthe decision committee method.

The rest of this article is organized as follows. In Section 2, we provide detailed information on
two real toxicity data sets of chemical compounds. Next, we describe the IDC method and setup
for the IDC method. This includes a general setting for the decision committee method and aggre-
gation rules, and a brief introduction to the three classification inducers: Support Vector Machines,
Random forests, and AdaBoost. We provide simulation studies in Section 5 and numerical results
on the toxicity data associated with chemical compounds in Section 6. Finally, we conclude with a
discussion of some of the limitations of the proposed method, and further research topics to pursue.

2 Toxicity Data sets

In this study, two sets of toxicity data sets associated withchemical compounds are used for model
development. Each data set consists of binaryin vivoendpoints based on animal experiments.

2.1 ToxRefDB data

Historical animal toxicity data for 320 compounds are stored in the Toxicity Reference Database
(ToxRefDB), developed by the National Center for Computational Toxicology in the US Environ-
mental Protection Agency (US EPA) (Martin et al., 2009,?). Up to 78in vivo toxicity endpoints are
available for each compound. Thesein vivo toxicity endpoints were based on chronic, sub-chronic,
developmental, and reproductive toxicity experiments. Weused a subset of the original data for this
study, due to the relatively low ratio of active compounds for most animal toxicity testings. Eighteen
endpoints with the highest activity ratios were selected for model development. Also, we excluded
duplicates, and those compounds that could not be handled byour descriptor generating software.
Across the eighteen endpoints, the number of compounds in each endpoint subset ranged from 237
to 249 (Table 1). Toxicity results were coded as 1 (active, toxic), or -1 (inactive, non-toxic).

2.2 Rat LD50 data

The acute toxicity data of organic chemical compounds in therat caused by oral exposure to chem-
icals, described in Zhu et al. (2009), were utilized. The data consist of 5,917 chemical compounds
with toxicity activity, originally collected from different sources (National Library of Medicine database
(2008)). The acute toxicity activity presents the median lethal dose of a toxic substance in the
negative log scale (− logLD50). LD50 is the dose level required to kill50% of the animals of a
tested population. Sedykh et al. (2011) categorized chemical compounds into three activity cat-
egories using the acute toxicity guidelines (OECD, 1996; Walum, 1998) and used only two cat-
egories for QSAR modeling: ’toxic’ compounds (− logLD50 > 3) and ’non-toxic’ compounds
(− logLD50 < 2). Chemical compounds with2 ≤ − logLD50 ≤ 3 were not used for analysis.
Following Sedykh et al. (2011), 3,404 chemical compounds classified in either toxic or non-toxic
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activity categories are used in our study. Each toxicity result was coded 1 (active, toxic), or -1
(inactive, non-toxic).

2.3 Chemical descriptors computed by DRAGON

For each toxicity data set introduced in 2.1 and 2.2, a large set of theoretical molecular descrip-
tors were computed by DRAGON software DRAGON (2006). 2,489 chemical descriptors and 521
chemical descriptors were available for compounds in the ToxRefDB data and in the Rat LD50 data,
respectively, after removing descriptors which showed almost no variation in the data set (here-
after “invariant”). The selected chemical descriptors belong to one of the following ten descrip-
tor categories: 2D-autocorrelation (calculated from topological and atomic mass), 1D-functional
group counts, 2D-eigenvalue-based indices (all 2D-descriptors based on eigenvalues), 2D-molecular
properties (measures of certain physical properties), 2D-atom-centered fragments, 2D-topological
descriptors (a number of topological patterns), 2D-connectivity indices (number of indices), 0D-
constitutional descriptors (number of atoms), 2D-walk andpath counts, and 2D-fingerprints. These
categories are different logical blocks of molecular descriptors computed by DRAGON. For each
data set, the categories of the chemical descriptors and thenumber of chemical descriptors belong-
ing to each category after removing invariant descriptors are given in Table 2. Since different feature
categories are associated with different theoretical molecular structure, it is reasonable to build base
classifiers using the various feature categories and to combine base classifiers using a decision com-
mittee method. For the Rat LD50 data set, chemical descriptors belonging to 2D-fingerprints were
not provided, so nine categories were used to build a classification model.

3 Methods and experimental setup

3.1 Background methods

3.1.1 General setting for the decision committee method

Suppose we have training data consisting ofn pairs{(yi, xi)}ni=1, whereyi ∈ {−1, 1} is a binary
outcome for class level, andxi ∈ R

p is ap-dimensional feature vector. Following the presentation in
Kuncheva et al. (2001), we define aclassifieras a mapC : x ∈ R

p 7→ {−1, 1}. Letµ(C(x)) denote
the output, either class label ofC or continuous decision value ofC that will be introduced in Section
3.1.3 below. During the construction phase, multiple base classifiersC(x) = {C1(x), . . . , CL(x)}
are trained, and a collection of first-level outputsµ(C(x)) = {µ(C1(x)), . . . , µ(CL(x))} are ob-
tained. Then the final class labelĈ can be obtained by aggregating the base classifiers through the
aggregation ruleF(C(x)) defined in the next section.

3.1.2 Aggregation rules: Voting and stacking

We first introduce two voting schemes that were used in this study. Suppose we have outputs
{µ(C1(x)), . . . , µ(CL(x))}, whereµ(Cl(x)) denotes the first-level output obtained from a first-
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Table 1: All endpoints for the chemical toxicity and the total number of available chemical compounds for each endpoint are given for
both chemical toxicity data sets. The numbers in parentheses denote the percentage of active compounds for each endpoint.

Data Endpoints
Toxicity

Test species
Total number of compounds

category (% of active compounds)

ToxRefDB CHR: Mouse: Liver Hypertrophy (Y1) chronic mouse 239 ( 27.62 %)

CHR: Mouse: Liver Proliferative Lesions (Y2) chronic mouse 239 ( 38.91 %)

CHR: Mouse: Liver Tumors (Y3) chronic mouse 239 ( 30.13 %)

CHR: Mouse: Tumorigen (Y4) chronic mouse 239 ( 38.49 %)

CHR: Rat: Liver Hypertrophy (Y5) chronic rat 247 ( 26.32 %)

CHR: Rat: Liver Proliferative Lesions (Y6) chronic rat 247 (26.32 %)

CHR: Rat: Tumorigen (Y7) chronic rat 247 ( 39.27 %)

DEV: Rabbit: General Fetal Weight Reduction (Y8) developmental rabbit 237 ( 20.68 %)

DEV: Rabbit: Pregnancy Related Embryo Fetal Loss (Y9) developmental rabbit 237 ( 29.54 %)

DEV: Rabbit: Pregnancy Related Materl Preg Loss (Y10) developmental rabbit 237 ( 45.99 %)

DEV: Rabbit Skeletal Axial (Y11) developmental rabbit 237 (23.21 %)

DEV: Rat: General Fetal Weight Reduction (Y12) developmental rat 249 ( 34.94 %)

DEV: Rat: Pregnancy Related Embryo Fetal Loss (Y13) developmental rat 249 ( 22.09 %)

DEV: Rat: Pregnancy Related Materl Preg Loss (Y14) developmental rat 249 ( 19.68 %)

DEV: Rat: Skeletal Axial (Y15) developmental rat 249 ( 44.58%)

MGR:Rat: Kidney (Y16) reproductive rat 244 ( 30.33 %)

MGR: Rat: Liver (Y17) reproductive rat 244 ( 42.62 %)

MGR: Rat: Viability PND4 (Y18) reproductive rat 244 ( 27.87 %)

Rat LD50 Acute toxicity activity 3,404 (45.92 %)
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Table 2: Ten categories of chemical descriptors. The numberof descriptors belonging to each cat-
egory was obtained after removing invariant descriptors. These molecular descriptors were derived
using DRAGON software.

Category of variables
Number of variables

ToxRefDB Rat LD50

0D-constitutional descriptors 40 37

2D-topological descriptors 98 75

2D-walk and path counts 47 10

2D-connectivity indices 33 15

2D-autocorrelations 96 61

2D-eigenvalue-based indices 235 60

1D-functional group counts 64 131

2D-atom-centered fragments 81 104

2D-molecular properties 28 27

2D-fingerprints 382 -

Total 1,104 520

level classifierCl, l = 1, . . . , L. The simplest aggregation rule is to take the average of the outputs:

F1(C(x)) =

L
∑

l=1

µ(Cl(x))/L.

A second aggregation rule is

F2(C(x)) = βT
t R(C), whereβt = (Rt(C)TRt(C))−1Rt(C)T yt.

Here,R(C) = (1, µ(C1(x)), . . . , µ(CL(x))) andRt(C) = (1, µ(C1,t(xt)), . . . , µ(C1,t(xt))) de-
note a collection{µ(Cl(x))}Ll=1 for the test set and the training set, respectively.xts andyts are the
covariates and known class labels for the training set. Then, the final decision rule is

Ĉ =











− 1, if F(C(x)) < c∗,

+ 1, if F(C(x)) ≥ c∗,

whereF(C(x)) can be eitherF1(C(x)) orF2(C(x)) andc∗ is a pre-determined threshold value.
Second, we employed a special type of stacked generalization which is slightly different from

the procedure proposed by Wolpert (1992). Instead of using cross-validation, we split the data into
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a training set(Xt, Yt), validation set(Xv, Yv), and testing set(Xs, Ys). Let C̃1
l , l = 1 . . . L denote

level-1 classifiers, whereL is the number of base classifiers, andC̃2 denote a level-2 classifier. In
the stage-1, training set(Xt, Yt) is used as an input to train for the classification task, andL learning
rules are obtained. Next, we apply each learning rule to the validation set and obtainL sets of level-
1 outputs{µ(C̃1

l (Xv))}Ll=1. Now {µ(C̃1
l (Xv)), Yv}Ll=1 are used as level-2 inputs for the stage-2

learning algorithm to learn stage-2 aggregation ruleC̃2 : {µ(C̃1
2 (x))}Ll=1 ∈ {−1, 1}L 7→ {−1, 1}.

For example, the SVM algorithm could be used as a level-1 classification inducer, and the logistic
regression model could be a stage-2 learning algorithm.

3.1.3 Classification inducer:C-BSVM, Random forests, AdaBoost

In this study, we employed three different learning algorithms as classification inducers: the Support
Vector Machine (SVM), AdaBoost (AdaBoost.M1, tree), and Random forests. In this section, we
provide a brief review of these three learning algorithms.

Support Vector Machines (Vapnik, 1998) are among the most popular machine learning algo-
rithms based on the kernel method. In the classification problem, SVMs find a decision functionf
for a given set of attributesx, and predict the class labelb of targety according to the sign off(x)
as follows:

b(x) = sign(f(x)) =











+ 1, if f(x) ≥ 0,

− 1, if f(x) < 0.

SVMs provide multiple types of outputs, including a decision valuef(x) ∈ R
1 and a class label

b(x) ∈ {−1, 1}. Many different types of SVMs have been developed, and we utilize a bound
constraint version of theC classification (C-BSVM) algorithm as a base classifier. To implement
theC-BSVM algorithm, theksvm function in thelibsvm library (Chang and Lin, 2001) in theR
package R Development Core Team (2010) is utilized. InC-BSVM, the successive overrelaxation
(SOR) algorithm for quadratic programs is used to train SVMsby the modifiedTRON QP solver
(Lin et al., 1999; Karatzoglou et al., 2006). For more details concerning theC-BSVM algorithm,
we refer the reader to Mangasarian and Musicant Mangasarianand Musicant (1999). We use linear
and radial basis kernels for all SVM models in data analysis,and the quadratic polynomial kernel
was added for simulation studies:

Linear kernel : k(x, x′) :=< x, x′ >

Quadratic polynomial kernel : k(x, x′) = (scale· < x, x′ > +offset)2

Radial basis function kernel (RBF): k(x, x′) := exp (−σ‖x− x′‖2),

where< ·, · > denotes the inner product of two vectors, andk is a kernel function. Most internal
parameters of SVM learning are obtained by the internal 5-fold CV. For the regularization margin
in the Lagrange formulation (C value), we use a default setupof 1 for a relatively simple but robust
prediction function. For the two example data sets in this study, we did not observe any marked
differences in prediction accuracy by using different values (1, 50, and 100) for the regularization
margin.
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Random forests Breiman (2001) increase diversity among base classifiers by using bootstrap
samples and a random selection of features. A large number oftrees are then combined by majority
voting without pruning for the individual trees. Breiman (2001) proved that random forests can im-
prove classification performance by reducing the correlation between individual trees and improving
each individual tree’s performance. In this study, the prediction of class labelhf (x) ∈ {−1, 1} is
used. We implemented a random forests algorithm by using theR packagerandomForests(Liaw
and Wiener, 2002). In this study, the number of variables randomly sampled at each split was

√
p,

whereX ∈ R
p (default set-up) and the number of minimum observations forthe node was 1. For

each forest, 500 individual tree were grown.
AdaBoost (Adaptive Boosting; Freund and Schapire (1997)) generates a set of classifiers sequen-

tially and then aggregates them by a weighted majority voting method. In the first step of AdaBoost,
n observations in the training set have a weight equal to1/n, and at each step, the procedure updates
the weight according to the classification performance in the previous step. AdaBoost aggregates
outcomes from the base classifiers by summing their probabilistic predictions, and then selecting
the best prediction performance (weighted majority voting). In this study, the prediction of class
labelhf (x) ∈ {−1, 1} is used. We implement AdaBoost by using theR packageadabag. In this
study, the minimum number of observations that must exist ina node in order for a split to be at-
tempted was 5 and the maximum depth of any node of the final treewas 5 (the root note counted as
depth 0). The complexity parameter wasCP , and the weight updating coefficient was calculated by
1
2 log ((1− error)/error). For each forest, 100 individual trees were grown with computational cost
included as a consideration.

3.2 Proposed method

3.2.1 Two-stage cross-validation

As discussed in Hansen and Salamon (1990) and Opitz and Maclin (1999), the decision committee
method can reduce test-set error sufficiently by aggregating a few base classifiers, instead of combin-
ing all base classifiers. Higher prediction accuracy can be achieved by eliminating some irrelevant
or noisy base classifiers. During this selection phase, the forward selection approach is adopted to
find optimal combinations of base classifiers similar to Breiman (1996). In the first step, the best
base classifier based on the given prediction accuracy is selected, and denoted byC1(x). In the sec-
ond step, each of the remaining base classifiers{C(2)

l (x)}L−1
l=1 is integrated withC1(x) by a given

aggregation ruleF(C(x)). The best pair of base classifiers is picked up, and denoted byC2(x). For
each step of the forward selection approach, the predictionaccuracy is assessed, and only one best
base classifier is added. The forward selection procedure will ensure that the matrix of first-level
outcomes from selected base classifiers has full rank by removing redundant base classifiers.

In this study, we propose a 5-fold cross-validation (CV) method to decide the total number of
base classifiersK to be incorporated in the final classifier. The training set israndomly split into
five subsets, and four out of five subsets are used to train baseclassifiers. For givenL subsets of
feature variables{Z1, . . . , ZL}, let Ccv,i = {Ccv,i(Z1), . . . , Ccv,i(ZL)}, i = 1, . . . , 5 denote the
set of base classifiers for the remaining set which is not usedfor the ith training. In this phase,
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we continue the forward selection procedure until all base classifiers are combined. At each step,
prediction accuracy is assessed for each of the five sets{Ccv,i}5i=1. Then, we take the average of the
prediction accuracies over five sets, andK is decided by the number of combined base classifiers
in which the highest average prediction accuracy is achieved. Since another internal 5-fold CV is
conducted to determine internal parameters of the SVM learning, a two-stage 5-fold CV is used for
SVM in this phase. To the best of our knowledge, the proposed two-stage CV is novel. Note that
a single-stage CV is utilized to decide the number of base classifiers using AdaBoost and random
forests as classification inducers.

3.2.2 Interactive feature space

Suppose that we have the same training data{(yi, xi)}ni=1 as described in Section 3.1.1, and testing
data{xi}Ii=n+1. Suppose each feature variable belongs to at least one feature categorym, and
Xm = {xi,j}n pm

i=1, j=1 ∈ R
n×pm denotes a feature matrix for the categorym, wherepm is the

number of feature variables belonging to the categorym, m = 1, . . . ,M and
∑M

m=1 pm = p. Good
examples of these categories would be the blocks of chemicaldescriptors in chemical toxicity data
presented in this study, or gene ontology terms in gene expression profiles (Ashburner et al., 2000).

First, we generate a univariate feature space consisting ofM feature categories ofX = {Xm}Mm=1

and a bivariate feature spaceX∗ = {X∗
q = (Xm, Xm′), m,m′ = 1, . . . ,M, m 6= m′, q =

1, . . . , Q =
(

M
2

)

}. We then construct the interactive feature spaceZ = {X ∪X
∗}= {Zl}L=M+Q

l=1 ,
whereZl would be eitherXm or Xm ∪ Xm′ . By doing this, the interactive feature space allows
us to use the information of the feature categories both marginally and interactively. To the best of
our knowledge, this study is the first to use the interactive relationship between feature categories to
construct base classifiers for decision committees.

3.2.3 IDC with different aggregation rules

Our proposed method can be summarized in two steps: first, during the construction phase, each
base classifier is trained usingZl from the interactive feature space.C(Zl) andµ(C(Zl)) denote the
base classifiers and the first-level outputs by using the interactive feature space, respectively. Next,
by using 5-fold CV as described in Section 3.2.1, the number of base classifiersK to be aggregated
is determined. OnceK is decided from the training set, the same forward selectionprocedures are
repeated until we findK base classifiers with the best performance. We call the abovedecision
committee system the Interactive Decision Committee (IDC). The proposed IDC method is new.

Figure 1 illustrates the basic framework for the IDC method.In this flowchart,Xms denote
the n × pm matrix for feature categoriesm,m = 1, . . . ,M , andpm is the number of variables
belonging to feature categorym. Zls are elements of the interactive feature space, soZl is either
feature categoryXm or a pair of two feature categoriesXm ∪Xm′ , m 6= m′ as explained in 3.2.2.
Each base classifierT (Zl) is trained using feature categoryZl in the training set. The total number
of base classifiersK to be combined for the final classifier is determined in this phase by the use of
5-fold CV. Then, first-level predicted outputs can be obtained from the base classifierC(Zl)s for the
test individuals. Finally, the final decision̂C is made by aggregatingK base classifiers through using
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the aggregation rule. In practice, however, we do not have outputs for the new examples. Therefore,
we use first-level class predictions from the validation setto find the bestK base classifiers to
be combined. Then, the selectedK base classifiers are combined to predict class labels for new
examples.

We utilized voting and stacking to combine base classifiers.For the voting method (denoted
by IDC), the two aggregation rulesF1(C(x)) andF2(C(x)) described in Section 3.1.2 are utilized
to combine base classifiers after the system sizeK is determined by 5-fold CV. First, we use the
aggregation rule ofF1(C(x)) havingµ(Cl(Z)) = µ(C(Zl)) = b(Zl) = sign(f(Zl)) ∈ {−1, 1}
in SVM, andµ(Cl(Z)) = µ(C(Zl)) = hf (Zl) ∈ {−1, 1} in AdaBoost and random forests as the
first-level output. The IDC method with this aggregation rule is denoted byIDCF1

. Second, we use
the aggregation rule ofF2(C(x)) havingµ(Cl(Z)) = µ(C(Zl)) = f(Zl) ∈ R

1 as the first-level
output, and the IDC method with this rule is denoted byIDCF2

. We applyF2(C(x)) for the base
classifiers obtained by SVM only. In voting, we set the threshold valuec∗ = 0 for the final decision
rule. Therefore,F1(C(x)) is equivalent to the majority voting method, andF2(C(x)) yields the
same result as linear discriminant analysis (LDA) usingR as a new feature variable set.

For the IDC method with a stacked generalization (denoted byIDC stacking), two different
learning algorithms at stage-2 were adopted separately in order to learn a combining method:L2

penalized logistic regression (Park and Hastie, 2008) and asingle-hidden layer neural network (Rip-
ley, 2008). L2 penalized logistic regression (L2-logit) was implemented through theR package
stepPlr using BIC (Bayesian Information Criterion) as complexity parameters to compute the score
and selecting base classifiers through the forward stepwise(forward select first, then backward dele-
tion follows) selection. A single-hidden layer neural network (NN) was implemented through theR
packagennet with one unit in the hidden layer (single layer), initial random weights on [-0.1, 0.1],
a parameter of 0.0005 for weight decay, and a maximum iteration of 300. IDC methods stacking
with L2 penalized logistic regression and NN are denoted byIDCLR andIDCNN , respectively.
Note that we do not have to decide on the system size ofK for the IDC stacking method although
base classifiers are trained by the same IDC method. Therefore, four different types of aggregation
methods are applied to combine base classifiers that are trained by the proposed IDC method.

4 Evaluation measure and other methods

4.1 Prediction accuracy measurement

For the ToxRefDB data, we have fewer active compounds compared to inactive compounds, which
is imbalanced for all binary endpoints. Thus we chose to use both sensitivity and specificity to
reflect performance on the classification task following Assareh, Assareh et al. (2008). Regarding
an active (+1) as positive while an inactive (-1) as negative, sensitivity and specificity are calculated
as follows:

Sensitivity =
number of true positives

number of true positives+ number of false negatives
,

Specificity =
number of true negatives

number of true negatives+ number of false positives
.
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Figure 1: Flowchart of the IDC method withM feature categories.T (Zl) andC(Zl) denote the base
classifiers which are trained using feature setZl for the training set and the testing set, respectively.

Therefore, sensitivity is the proportion of actual active compounds that are correctly classified as
active compounds. Similarly, specificity is the proportionof the true inactive compounds which are
correctly classified as inactive compounds. The average of sensitivity and specificity was used as a
prediction accuracy measure to select base classifiers in forward selection, to decide the number of
base classifiers, and to compare the performances on the classification task among different methods:

Accuracy =
sensitivity+ specificity

2
.

To compare improvement in prediction accuracy relative to asingle large, unaggregated classifier,
relative percent improvement (RI) of the classification model M was calculated as follows:

RI(M) =
accuracy of model M− accuracy of a single large classifier

accuracy of a single large classifier
× 100.

4.2 Classification methods

First, a single large, unaggregated classifier was used as a reference model (Single). Although
random forests and tree-based AdaBoost are already decision committee methods rather than single
classifiers, what we really mean by denoting a “single randomforest” or a “single AdaBoost” are
the usual random forests or AdaBoost without using the IDC method. For a single classifier, we
combine the training set and validation set for training. Bydoing this, we have a larger training set
for single classifiers compared to the IDC method and the IDC stacking method.

Second, we apply the proposed IDC method (i.e., determiningK and selecting the bestK base
classifiers by 5-fold CV and forward selection) to each classifier inducer (IDC). We find a training
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rule and the number of base classifiers to be combined using the training set and decide on the
bestK base classifiers based on the validation set. Instead of using the training and validation sets
separately, one can do another cross-validation by combining the training and validation sets. In
our study, using the validation set (a data set that does not contribute to training at all) seems to be
slightly better with respect to the performance on the test set than using another cross-validation on
the combined training and validation sets (for both training and finding the bestK classifiers).

Last, we applied stacked generalization withL2 penalized logistic regression and NN (IDC
stacking). IDC and IDC stacking are the same in the first stage, but they combine base classifiers
differently.

The primary goal of this study was to compare the interactivedecision committee method to
single, unaggregated classification methods rather than tofind optimal subsets of features or the
optimal classifier inducer. Therefore, comparison betweendifferent classification inducers was not
done in this study.

5 Simulation study

We have empirically evaluated the proposed IDC and IDC stacking methods compared to a single
classifier in three classification inducers: SVM, random forests, and tree-based AdaBoost algo-
rithms. Ten random sets of data were generated for the binaryclassification task, and we used60%
of the data for training,20% for validation and the remaining set for testing. Again, combined
training and validation sets (80%) were used for training ina single classifier.

5.1 Simulation set-up

Four feature categoriesX = {Xi}4i=1 were randomly generated, and each categoryXi consists of
three feature variables{xij}3j=1 from the standard multivariate normal distributionN3(0, I), where
I denotes a3 × 3 identity matrix. New variablesZ were generated by combining variables in four
feature categories differently so that the effect by univariate or bivariate feature categories could
be added to the individual feature variables. Then, we simulated logistic regression models under
six different scenarios. A binary outcome was obtained byY = 1{U < p0}, whereU is uniformly
distributed in(0, 1), andp0 = exp(η)/(1 + exp(η)), whereη is computed by six different scenarios.
The sample size for each run was 300.

Simulation 1: Two new variablesZ = (z1, z2) were generated, wherez1 = (x11 + x12) + (x21 +

x22 + x23), z2 = (x31 + x32 + x33) + (x41 + x42 + x43). For logistic regression,η =

Xβ + Zγ, whereβ = (β1, β2, β3, β4)
T , β1 = (0.12, 0.5, 0.5)T , β2 = (0.15, 0.18, 0.7)T ,

β3 = (0.11, 0.8, 0.8)T , β4 = (0.5, 0.15, 0.15)T , andγ = (1.5, 1.8)T .

Simulation 2: Three new variablesZ = (z1, z2, z3) were generated, wherez1 = (x11 + x12) ×
(x21 + x22 + x23), z2 = (x11 + x12 + x13) × (x31 + x32 + x33), andz3 = (x31 + x32 +

x33) × (x41 + x42 + x43). For logistic regression,η = x12β12 + Zγ, whereβ12 = 0.5 and
γ = (1.5,−1.5, 1.8)T .
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Simulation 3: No new variable for feature categories was derived.η = x11β11+x23β23+x31β31+

1.2x11 × x31, whereβ11 = 1.2, β23 = −1.8, β31 = 1.2.

Simulation 4: No new variable for feature categories was derived.η = Xβ, whereβ1 = (0.12, 0.1, 0.1)T ,
β2 = (−0.12,−0.1,−0.1)T , β3 = (0.11, 0.1, 0.1)T , andβ4 = (−0.11,−0.1,−0.1)T .

Simulation 5: Two new variablesZ = (z1, z2) were generated, wherez1 = (x11 + x12) + (x12 +

x22 + x23), z2 = (x31 + x32 + x33) + (x41 + x42 + x43). For logistic regression,η =

x12β12 + Zγ + 5.0ǫ, whereβ12 = 0.5, γ = (0.1, 0.1)T , and random noiseǫ ∼ N(0, 1).

Simulation 6: Two new variablesZ = (z1, z2) were generated, wherez1 = (x11 + x12) + (x12 +

x22 + x23), z2 = (x31 + x32 + x33) + (x41 + x42 + x43). For logistic regression,η =

x12β12 + Zγ, whereβ12 = 0.5, γ = (0.1, 0.1)T .

In Simulation 1, two new variables generated by bivariate linear combination have larger effects
compared to individual variables, so Simulation 1 would be favorable to the IDC methods. In Sim-
ulation 2, three new variables were derived by combining feature variables belonging to different
feature categories non-linearly, and they have a greater effect than the individual variables. In Sim-
ulation 3, three individual variables and one second-orderinteraction effect by individual variables
exist while no intended effect by feature categories exists. In Simulation 4, variables in feature cat-
egory 1 and variables in feature category 2 have equal effects but with opposite signs. The same is
true for the variables in feature category 3 and feature category 4. All variables have small positive
effects. In Simulation 5, one weak individual effect and twoweak categorical effects exist while
a large random error effect exists. Simulation 6 is similar to Simulation 1 except that there is no
intended large noise effect.

5.2 Main results

5.2.1 Prediction accuracy

Figure 2 presents experimental results under six scenarios. We first focus on the prediction accura-
cies. In Simulation 1, both the IDC and the IDC stacking methods outperformed single classifiers,
especially for the IDC method regardless of classifier inducer (RI: 80.75% for SVM; 57.02% for
random forests; 64.88% for AdaBoost). This is not a surprising result since there are greater effects
by feature categories.

In Simulation 2, both the IDC and the IDC stacking methods performed similarly to the single
classifier except for the IDC with SVM (18.29%). This indicates that the IDC method might be able
to catch a non-linear bivariate structure among feature categories better than a single classifier, but
the performance can depend on the classification inducer.

In Simulation 3, both IDC and IDC staking outperformed single classifiers regardless of clas-
sification inducers. IDC (42.53% for SVM; 28.49% for AdaBoost) performed slightly better than
IDC stacking (35.92% for SVM; 24.67% for AdaBoost) in SVM andAdaBoost, but the results are
comparable to random forests (28.06% for IDC; 28.07% for IDCstacking).



The Interactive Decision Committee for Chemical . . . 171

SVM Random forests AdaBoost

Single
IDC
IDCLR
IDCNN

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

(a) Simulation 1

SVM Random forests AdaBoost

Single
IDC
IDCLR
IDCNN

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

(b) Simulation 2

SVM Random forests AdaBoost

Single
IDC
IDCLR
IDCNN

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

(c) Simulation 3

SVM Random forests AdaBoost

Single
IDC
IDCLR
IDCNN

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

(d) Simulation 4

SVM Random forests AdaBoost

Single
IDC
IDCLR
IDCNN

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

(e) Simulation 5

SVM Random forests AdaBoost

Single
IDC
IDCLR
IDCNN

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

(f) Simulation 6

Figure 2:Average prediction accuracies over ten replications of a single classifier, IDC, and IDC with stacking
applied using three classifiers, SVM, Random forests, and AdaBoost (tree), are compared. For SVM, the best
result among three kernel functions and two aggregation rules are presented. For each classifier inducer, the
first bar denotes the prediction accuracy of a single classifier (Single),the second bar is for the IDC method
(IDC), the third bar is for the IDC stacking withL2 logistic regression (IDCLR), and the last bar is for the IDC
stacking with NN (IDCNN ).
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In Simulation 4, both IDC (7.89% for SVM; 8.23% for random forests) and IDC stacking (7.89%
for SVM; 9.7% for random forests) performed slightly betterthan single classifiers in SVM and
random forests but similar to or slightly worse than single classifiers in AdaBoost (1.76% for IDC;
-0.98% for IDC stacking).

In Simulation 5, single classifiers performed slightly better than IDC (-7.68% for random forests;
-9.06% for AdaBoost) and IDC stacking (-4.03% for random forests; -6.79% for AdaBoost) in
random forests and AdaBoost, and slightly worse than or similar to IDC (1.58%) and IDC stacking
(-0.59%) in SVM.

In Simulation 6, both IDC (16.57% for SVM; 1.81% for random forests) and IDC stacking
(12.97% for SVM; 3.23% for random forests) performed slightly better than single classifiers in
SVM and random forests. In AdaBoost, IDC (4.98%) performed slightly better than a single Ad-
aBoost, but slightly worse than IDC stacking (-1.20%).

Based on the empirical results from Simulation 5 and Simulation 6, there appears to be more
degradation of performance for the IDC and IDC stacking methods compared to a single classifier,
as effects by random noise increases. Simulation 3 shows that the IDC method can improve predic-
tion accuracy compared to a single classifier when no intended categorical information exists, but
a large interaction effect between feature variables belonging to different feature categories exists.
Simulation 2 and Simulation 4 show the possibility that IDC may not be able to capture non-linearly
associated feature category information or opposite effects between categories well, but it still per-
forms well compared to single classifiers. Also, IDC and IDC stacking can show different behavior
depending on the classification inducers and data characteristics.

5.2.2 Standard error estimates in prediction accuracy

In Simulation 1 and Simulation 3, the standard error estimates of the IDC method were smaller than
those from single classifiers (overall less than half of the estimates from single classifiers) except for
random forests in Simulation 1 (0.025 for single random forests vs. 0.026 for IDC random forests).
The standard error estimates of the IDC stacking method weresmaller than those from single clas-
sifiers, but larger than or similar to those from IDC overall.In Simulation 2, the standard error
estimates of the IDC method were slightly smaller than thosefrom single classifiers in SVM and
AdaBoost, but larger than in random forests (0.017 for single vs. 0.023 for IDC). In Simulations 4,
5, and 6, the standard error estimates of the IDC method were greater than those of single classifiers
in SVM, but smaller than or similar to the other two classifierinducers.

Overall, the standard error estimates of the IDC methods were smaller than or similar to those of
the IDC stacking methods as well as those of single classifiers. The standard error estimates of the
IDC stacking withL2 penalized logistic regression were smaller than or similarto those of the IDC
stacking method with NN except for SVM (0.038 forIDCLR; 0.02 for IDCNN ) and AdaBoost
(0.021 forIDCLR; 0.011 forIDCNN ) in Simulation 6. The empirical results show that the IDC
method can perform better than single classifiers with lowervariation when large but relatively
simple bivariate feature categorical effects exist or a large interaction effect of individual variables
belonging to two feature categories exists. The IDC methods(with voting) performs better than or
compares favorably with the IDC stacking method in the current setting.
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5.2.3 System size: The number of base classifiers to be combined

For the IDC method, a small investigation was carried out to determine whether the system sizeK
differed by aggregation method or by classification inducer. LDA-type aggregation tends to select
a smaller number of base classifiers to be combined compared to the unweighted average (majority
voting) in SVM. Overall, three classification inducers havea similar system sizeK, but AdaBoost
tends to have smaller number of base classifiers to be combined compared to SVM and random
forests except for Simulation 6.

6 Example: toxicity data analysis

In this section, we describe the empirical results of applying the IDC and the IDC stacking methods
as well as a single classifier to two toxicity data sets.

6.1 ToxRefDB data

Three classifier inducers were explored: SVM, random forests, and tree-based AdaBoost. For
stacked generalization,L2 penalized logistic regression with stepwise selection anda single layer
NN were adopted. Ten replications were obtained randomly. In each run, the data set was randomly
split into three sets, and we used60% of the data for training,20% for validation, and the remaining
set for testing. The average prediction accuracies of the ten replications were compared. In SVM,
linear and radial basis functions were utilized without optimizing any other parameters, considering
computational cost. The data analysis was conducted under the same set-up in the simulation studies
except for the polynomial kernel in SVM.

6.1.1 Prediction accuracy

Table 3 displays the average of the prediction accuracies computed by using the test set in ToxRefDB.
In SVM, the highest accuracies between linear and radial basis kernel are presented. For the IDC
method, the best prediction accuracies betweenIDCF1

andIDCF2
are reported. In SVM, the pre-

diction accuracy of the IDC method achieved the highest prediction accuracies for 14 endpoints (Y1,
Y2, Y3, Y5, Y6, Y8, Y9, Y10, Y11, Y12, Y13, Y14, Y16, Y17), especially for Y10 (RI: 7.24%),
Y13 (8.2%), and Y17 (7.26%). IDC stacking performed best forthree endpoints (Y4 and Y18 for
IDC stacking withL2-logit and Y7 for IDC stacking with NN). In Y15, a single SVM achieved the
highest prediction accuracy.

With random forests, the IDC method achieved the highest prediction accuracies for 7 endpoints
(Y1, Y8, Y9, Y10, Y13, Y15, and Y17), especially for Y8 (RI: 9.96%), Y10 (16.36%) and Y15
(7.62%). IDC stacking performed better than the IDC methodsas well as single classifiers for 7
endpoints (Y7, Y11, and Y14 for IDC stacking withL2-logit and Y3, Y4, Y5, and Y12 for IDC
stacking with NN).

Using AdaBoost, the IDC method performed best for 8 endpoints (Y1, Y5, Y8, Y9, Y10, Y12,
Y15, and Y17), especially for Y10 (RI: 9.88%). IDC stacking achieved the highest prediction
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Table 3: Averages (ACC) and standard error estimates (SEE) of prediction accuracies over ten replications for ToxRefDBdata. For
SVM, the best results among three kernel functions are presented indicating which kernel function is the best [l=linearand r=radial basis
functions]. The best method for each classification induceris marked inbold.

Endpoints SVM Random forests AdaBoost (tree)

Single IDCF1
IDCF2

IDCLR IDCNN Single IDC IDCLR IDCNN Single IDC IDCLR IDCNN

Y1 ACC 0.509r 0.518l 0.530l 0.500r 0.528l 0.489 0.480 0.498 0.515 0.502 0.524 0.499 0.511
SEE 0.009 0.022 0.026 0.000 0.020 0.011 0.019 0.008 0.022 0.015 0.014 0.015 0.019

Y2 ACC 0.505r 0.535l 0.508r 0.499r 0.517l 0.498 0.482 0.487 0.488 0.515 0.492 0.544 0.561
SEE 0.020 0.029 0.021 0.016 0.021 0.023 0.019 0.020 0.023 0.022 0.023 0.017 0.028

Y3 ACC 0.494r 0.515r 0.491l 0.507r 0.497r 0.471 0.504 0.515 0.520 0.474 0.485 0.507 0.488
SEE 0.003 0.029 0.031 0.007 0.015 0.011 0.019 0.020 0.018 0.018 0.017 0.028 0.023

Y4 ACC 0.509r 0.488l 0.524r 0.528l 0.502l 0.510 0.515 0.515 0.530 0.500 0.486 0.511 0.526
SEE 0.016 0.013 0.022 0.026 0.029 0.017 0.014 0.020 0.026 0.013 0.028 0.017 0.026

Y5 ACC 0.496r 0.522l 0.520l 0.502r 0.502l 0.491 0.498 0.499 0.520 0.481 0.509 0.487 0.490
SEE 0.002 0.026 0.026 0.003 0.010 0.010 0.016 0.012 0.020 0.011 0.019 0.012 0.022

Y6 ACC 0.501r 0.525r 0.500r 0.500r 0.489r 0.515 0.507 0.499 0.469 0.515 0.505 0.507 0.509
SEE 0.003 0.026 0.027 0.000 0.006 0.010 0.024 0.005 0.016 0.010 0.021 0.015 0.021

Y7 ACC 0.487r 0.518r 0.498l 0.525r 0.541l 0.499 0.489 0.504 0.498 0.503 0.481 0.509 0.476
SEE 0.009 0.022 0.025 0.012 0.018 0.018 0.019 0.023 0.019 0.015 0.021 0.020 0.023

Y8 ACC 0.500r 0.506r 0.525l 0.511r 0.519r 0.502 0.552 0.501 0.518 0.505 0.528 0.496 0.490
SEE 0.000 0.022 0.023 0.008 0.009 0.009 0.022 0.015 0.020 0.010 0.021 0.011 0.019

Y9 ACC 0.495r 0.528r 0.510l 0.507l 0.518l 0.493 0.495 0.492 0.484 0.492 0.503 0.487 0.496
SEE 0.002 0.034 0.023 0.014 0.023 0.013 0.023 0.008 0.015 0.015 0.016 0.016 0.020

Y10 ACC 0.497r 0.515r 0.533l 0.496l 0.500r 0.489 0.569 0.502 0.539 0.496 0.545 0.536 0.530
SEE 0.018 0.011 0.026 0.027 0.036 0.022 0.016 0.019 0.022 0.022 0.014 0.021 0.020

Y11 ACC 0.505r 0.512l 0.506l 0.498r 0.493r 0.491 0.494 0.513 0.508 0.484 0.486 0.505 0.490
SEE 0.005 0.011 0.019 0.003 0.004 0.011 0.018 0.016 0.018 0.010 0.023 0.013 0.019

Y12 ACC 0.502r 0.512l 0.496r 0.503r 0.501r 0.493 0.512 0.485 0.519 0.485 0.513 0.510 0.479
SEE 0.006 0.017 0.022 0.014 0.018 0.022 0.021 0.015 0.026 0.019 0.020 0.022 0.021

Y13 ACC 0.500r 0.504r 0.541r 0.497r 0.503r 0.491 0.508 0.504 0.506 0.491 0.507 0.517 0.539
SEE 0.000 0.031 0.030 0.003 0.005 0.007 0.004 0.007 0.023 0.010 0.019 0.021 0.020

Y14 ACC 0.500r 0.505l 0.503l 0.5001 0.4992 0.494 0.483 0.499 0.495 0.484 0.491 0.494 0.495
SEE 0.005 0.008 0.022 0.016 0.001 0.011 0.017 0.014 0.011 0.006 0.016 0.010 0.015

Y15 ACC 0.534r 0.524l 0.511r 0.517l 0.497r 0.512 0.551 0.492 0.513 0.512 0.535 0.526 0.528
SEE 0.021 0.025 0.025 0.021 0.027 0.031 0.023 0.026 0.015 0.021 0.020 0.017 0.016

Y16 ACC 0.504r 0.513r 0.480r 0.504r 0.511r 0.522 0.503 0.500 0.489 0.515 0.472 0.510 0.518
SEE 0.004 0.010 0.031 0.003 0.008 0.019 0.018 0.010 0.017 0.011 0.014 0.019 0.018

Y17 ACC 0.496r 0.532l 0.514l 0.515r 0.517l 0.495 0.520 0.510 0.513 0.501 0.528 0.498 0.460
SEE 0.012 0.019 0.017 0.015 0.017 0.022 0.021 0.022 0.021 0.017 0.020 0.024 0.029

Y18 ACC 0.506r 0.495l 0.484l 0.506l 0.500l 0.509 0.498 0.508 0.490 0.503 0.488 0.485 0.509
SEE 0.006 0.013 0.021 0.024 0.026 0.014 0.024 0.015 0.018 0.013 0.027 0.015 0.022



The Interactive Decision Committee for Chemical . . . 175

Table 4: Averages (AVG) and standard error estimates (SEE) of the number of base classifiers to
be combined which is determined by 5-fold CV over ten replications for ToxRefDB and Rat LD50
data. For SVM, the best results among linear and radial basisfunction kernels are presented.

Data Endpoints SVM Random forests AdaBoost (tree)

IDCF1
IDCF2

AVG SEE AVG SEE AVG SEE AVG SEE

ToxRefDB Y1 9.4 0.933 14.5 2.377 2.8 0.442 2.6 0.427

Y2 9.7 1.075 14.4 2.212 5 0.683 4.6 0.306

Y3 8.3 0.367 13.2 1.569 3.2 0.533 2.8 0.327

Y4 3.2 0.800 17.7 2.556 3.4 0.521 4.8 0.533

Y5 6.2 0.533 13.2 1.919 2 0.000 2.6 0.427

Y6 7.7 1.096 18.7 2.246 2.4 0.267 2.4 0.267

Y7 3 0.333 11.8 2.215 4.9 0.482 5.6 1.327

Y8 9.3 1.033 17.6 1.500 1.9 0.100 2 0.000

Y9 7.3 0.667 9.9 1.581 2.2 0.200 2.2 0.200

Y10 11.1 1.169 19.2 2.764 5.2 0.533 8 0.667

Y11 1.4 0.163 13.7 1.627 2.4 0.267 2 0.000

Y12 9.2 0.964 14.6 1.675 3.2 0.533 4.4 0.581

Y13 10.1 2.163 18.3 3.461 2 0.000 2 0.000

Y14 1.1 0.100 16.6 3.557 2 0.000 2 0.000

Y15 5.8 1.052 13.9 1.748 5.2 0.442 6.8 0.854

Y16 1.6 0.163 17 2.186 2.2 0.200 2.4 0.267

Y17 2.8 0.442 14.8 1.692 4 0.422 6.2 0.757

Y18 2 0.000 15.7 1.862 2.8 0.327 2.8 0.327

Rat LD50 3.72 0.549 8.56 1.036 - - - -
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Table 5: Averages (AVG) and standard error estimates (SEE) of the standard deviation in the total
number of base classifiers within 5-fold CV in IDC applying SVM for ToxRefDB data.

Endpoints IDCF1
IDCF2

Linear RBF Linear RBF

AVG SEE AVG SEE AVG SEE AVG SEE

Y1 3.30 0.49 1.80 1.27 10.03 1.28 12.05 1.63

Y2 3.99 0.40 1.08 0.17 9.94 1.37 9.51 1.26

Y3 3.97 0.85 0.93 0.30 6.77 0.86 11.31 1.20

Y4 5.02 0.47 1.51 0.50 11.32 1.62 11.30 1.82

Y5 4.15 0.31 0.36 0.14 9.07 1.38 11.99 1.21

Y6 3.14 0.29 0.30 0.08 8.68 1.64 11.14 1.37

Y7 4.22 0.62 1.25 0.14 7.83 1.06 10.28 1.06

Y8 3.85 0.56 0.09 0.06 10.13 1.44 9.88 2.11

Y9 3.97 0.38 0.48 0.07 9.87 1.65 9.80 1.25

Y10 4.06 0.76 2.87 0.44 10.96 1.11 9.98 1.28

Y11 5.71 0.56 0.51 0.26 9.14 1.39 11.23 1.77

Y12 5.11 0.59 0.47 0.13 10.94 1.04 10.69 1.25

Y13 5.07 1.06 0.28 0.13 10.94 1.56 10.16 1.03

Y14 3.75 0.58 0.04 0.04 10.73 1.45 13.22 1.66

Y15 3.32 0.36 3.14 0.72 7.64 1.10 11.05 1.15

Y16 2.94 0.29 0.51 0.30 10.62 1.61 9.39 1.22

Y17 2.99 0.36 1.87 0.49 9.47 1.34 10.17 1.26

Y18 3.63 0.44 0.73 0.09 8.01 0.79 12.47 1.27
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accuracies for 9 endpoints (Y3, Y7, Y11 for IDC stacking withL2-logit and Y2, Y4, Y13, Y14,
Y16, and Y18 for IDC stacking with NN). A single AdaBoost treeperformed best for Y6.

The empirical results show that the IDC method was the best choice for 10 endpoints: Y1
(IDCF2

applying SVM with linear kernel), Y5 (IDCF1
applying SVM with linear kernel), Y6

(IDCF1
applying SVM with RBF kernel), Y8 (IDC applying random forests), Y9 (IDCF1

apply-
ing SVM with RBF kernel), Y10 (IDC applying random forests),Y13 (IDCF2

applying SVM with
RBF kernel), Y14 (IDCF1

applying SVM with linear kernel), Y15 (IDC applying random forests),
and Y17 (IDCF1

applying SVM with linear kernel). IDC stacking was the best method for 6 end-
points: Y2 (IDC stacking withL2 penalized logistic applying AdaBoost tree), Y3, Y4 (IDC stacking
with NN applying random forests), Y7 (IDC stacking with NN applying SVM with linear kernel),
Y11 (IDC stacking withL2 penalized logistic applying random forests), and Y12 (IDC stacking
with NN applying random forests). Both IDC and IDC stacking methods failed to improve predic-
tion accuracies compared to a single classifier for Y16 and Y18, and single random forests achieved
the best performance in the current experimental setting. Overall, the classification performance was
not very good, and the IDC or the IDC stacking methods are not always better than a single clas-
sifier. The experimental results, however, show that the IDCmethod and the IDC stacking method
perform as well or better than single classifiers for the majority of endpoints in the ToxRefDB data,
especially applying the SVM method which is kernel based, and base classifiers are not trained by a
decision committee method.

6.1.2 System size: The number of base classifiers to be combined

Table 4 provides the mean and standard error estimates of thenumber of base classifiers to be aggre-
gated by the IDC method over ten replications in ToxRefDB, which was decided by two-stage 5-fold
CV. Applying SVM,IDCF2

tends to have more base classifiers (on average, across all 18endpoints,
15.27 base classifiers) than the unweighted averageIDCF1

(on average, 6.07) with greater varia-
tion, especially for the radial basis kernel (on average, across 18 endpoints, standard error estimates
were 0.702 and 2.153 forIDCF1

andIDCF2
, respectively). However, the number of base clas-

sifiers was still less than half of all base classifiers for allfour models. The IDC method applying
random forests and AdaBoost tree tend to combine a smaller number of base classifiers compared
to the IDC method applying SVM (on average, across 18 endpoints, 3.16 and 3.68 base classifiers
for random forests and AdaBoost tree, respectively) with less variation (on average, standard error
estimates were 0.331 and 0.404 for random forests and AdaBoost tree, respectively).

Since the number of base classifiers for the final classifier was determined by 5-fold CV, we
explored variation in the total number of base classifiers within 5-fold CV. This investigation was
limited to the SVM classifier. Table 5 provides the average and standard error estimates of the stan-
dard deviation of the number of base classifiers within 5-fold CV over ten replications in ToxRefDB.
The standard deviation was computed by using the fifth part ofthe training set which was not used
for training. The smaller variation within CV was observed when the unweighted average aggre-
gation ruleF1 was applied (average standard deviation was 4.00 and 1.01 for the linear and the
radial basis kernels, respectively) compared to the LDA-type aggregation ruleF2 (average standard
deviation was 9.56 and 10.87 for the linear and the radial basis kernels, respectively). In this study,
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Table 6: Best-performing kernel functions and C values selected by 5-fold CV using pre-training set
for Rat LD50 data [Linear=linear and RBF=radial basis functions].

Category Kernel C value Category Kernel C value Category Kernel C value

(1) RBF 21 (1,8) RBF 25 (4,5) Linear 2−1

(2) RBF 27 (1,9) RBF 21 (4,6) RBF 21

(3) RBF 25 (2,3) RBF 21 (4,7) RBF 25

(4) RBF 21 (2,4) RBF 27 (4,8) RBF 210

(5) RBF 21 (2,5) RBF 27 (4,9) RBF 21

(6) RBF 21 (2,6) RBF 210 (5,6) RBF 21

(7) RBF 21 (2,7) RBF 27 (5,7) RBF 25

(8) RBF 27 (2,8) RBF 27 (5,8) Linear 2−5

(9) RBF 21 (2,9) RBF 27 (5,9) RBF 21

(1,2) RBF 210 (3,4) RBF 21 (6,7) RBF 27

(1,3) RBF 21 (3,5) RBF 21 (6,8) Linear 2−5

(1,4) RBF 21 (3,6) RBF 21 (6,9) RBF 21

(1,5) RBF 210 (3,7) RBF 25 (7,8) RBF 210

(1,6) RBF 25 (3,8) RBF 210 (7,9) RBF 27

(1,7) RBF 27 (3,9) RBF 21 (8,9) RBF 25

Note: Numbers in parentheses indicate feature categories as follows:

1: 0D-constitutional descriptors 2: 2D-topological descriptors 3: 2D-walk and path counts

4: 2D-connectivity indices 5: 2D-autocorrelations 6: 2D-eigenvalue-based indices

7: 1D-functional group counts 8: 2D-atom-centered fragments 9: 2D-molecular properties

5-fold CV was selected considering the small sample size andcomputational cost.

6.2 Rat LD50 data

Since we have a large sample size for Rat LD50 data, we considered the best parameter configura-
tions as suggested by a referee, focusing on the SVM. First, the data set was randomly split into two
sets (20% : 80%) and the20% portion (pre-training) was used to find the best-performingconfig-
uration. Considering the possibility of different data structures for each feature category, the best-
performing configuration for each feature category was investigated in the IDC and the IDC stacking
methods. Being able to apply a heterogeneous parameter set-up for different feature categories is
an additional advantage of the IDC method. Linear and radialbasis functions were investigated by



The Interactive Decision Committee for Chemical . . . 179

Table 7: Averages (ACC) and standard error estimates (SEE) of prediction accuracies over ten repli-
cations for Rat LD50 data.

Method ACC SEE

Single SVM (best-performing set-up) 0.763 0.006

Bootstrap SVM combined byF1 (best-performing set-up) 0.764 0.005

Bootstrap SVM combined byF2 (best-performing set-up) 0.599 0.047

Stacked Bootstrap SVM (best-performing set-up) combined by LR 0.740 0.005

Stacked Bootstrap SVM (best-performing set-up) combined by NN 0.736 0.006

IDCF1
(best-performing set-up for each feature category) 0.844 0.005

IDCF2
(best-performing set-up for each feature category) 0.848 0.005

IDCLR (best-performing set-up for each feature category) 0.842 0.005

IDCNN (best-performing set-up for each feature category) 0.837 0.006

nested 5-fold cross-validation over C values(2−5, 2−1, 21, 25, 27, 210). The hyperparameterσ in
the radial basis function was determined by default (“automatic”) which utilizes the heuristic ap-
proach to calculating a goodσ value. The single SVM classifier performed best with the radial
basis functions and C value of27. The best-performing kernel function and C value for each feature
category are given in Table 6. Once the best parameter set-upwas determined, the remaining data
set was randomly split into three sets:50% for training,25% for validation, and25% for testing.
Ten replications were obtained by random splitting and the average prediction accuracies of the ten
replications were compared.

We compared the IDC and IDC stacking methods with the bootstrap SVM and the stacked boot-
strap SVM methods. SupposenT andnV denote sample size for the training and validation data sets,
respectively. For bootstrap SVM, we drew 100 random samplesof nT + nV with replacement from
the combined training and validation set. For each bootstrap sample, a base SVM classifier was built
with the best-performing parameter set-up obtained for thesingle SVM. To combine 100 bootstrap
base classifiers,F1 andF2 were applied. For stacked bootstrap SVM, we drew 100 random samples
of nT with replacement from the training data set and built 100 base classifiers such as bootstrap
SVM. Again,L2 penalized logistic regression with stepwise selection anda single layer NN were
utilized to learn the aggregation rule from the validation set. By comparing the IDC methods with
the bootstrap SVM methods where diversity among base classifiers was obtained by bootstrap re-
sampling, we can see the effect of using the interactive relationship between feature categories with
the forward selection procedure in the decision committee method.

Table 7 summarizes the analysis results for the Rat LD50 data. The IDC method with the best-
performing set-up for each feature category achieved marked improvement in the average prediction
accuracies (RI: 11.14%) with similar standard error estimates with the single SVM built in the best-
performing set-up. We observed that both the IDC and the IDC stacking methods outperformed the
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Table 8: Top 50 chemicals predicted to be toxic by the best IDCmethod with SVM for Rat LD50
data.P̂ (toxicity) denotes the average probability of toxicity over ten replications.

Rank SOURCENAME SID P̂ (toxicity) Rank SOURCENAME SID P̂ (toxicity)

1 89426971 0.848 26 32527552 0.732

2 89427032 0.839 27 90220147 0.728

3 89427009 0.834 28 89427485 0.727

4 88909960 0.824 29 21270031 0.723

5 89427134 0.822 30 32358080 0.722

6 89427236 0.821 31 28548085 0.714

7 89427178 0.796 32 21327311 0.713

8 89427463 0.785 33 91893640 0.708

9 89427247 0.784 34 5954905 0.707

10 89457090 0.774 35 123252993 0.697

11 33399007 0.772 36 54504700 0.695

12 89457103 0.769 37 16499755 0.694

13 89427350 0.767 38 39184593 0.692

14 3309771 0.760 39 66215278 0.691

15 89427430 0.757 40 40693047 0.689

16 86811463 0.753 41 3696239 0.686

17 42576023 0.750 42 52549174 0.686

18 85977497 0.750 43 50765894 0.686

19 55391349 0.749 44 73561963 0.682

20 35944833 0.749 45 74124019 0.681

21 90293508 0.748 46 40596698 0.680

22 64050562 0.745 47 35317794 0.680

23 92065833 0.741 48 18877899 0.680

24 35972500 0.738 49 66232288 0.677

25 22224926 0.733 50 50497 0.676
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bootstrap SVM and the stacked bootstrap SVM methods. This result demonstrates that the decision
committee method can improve the classification performance by considering the interactive rela-
tionship between feature categories. Averages and standard error estimates of the number of base
classifiers to be combined over ten replications are given inTable 4. Aggregation ruleF1 com-
bined a smaller number of base classifiers with less variation than the LDA-type aggregation rule
F2 which is similar to the results in the ToxRefDB data set. As pointed out by a referee, presenting
risk scores would be more informative for prioritizing compounds for further experimental assays.
Table 8 provides chemical compound ID in Rat LD50 data and the average probability of toxicity of
the top 50 chemicals predicted byIDCF2

as an example.
In summary, we observed that the IDC and IDC stacking methodscan improve prediction ac-

curacy by considering interactive effects among categories of feature variables in both data sets. It
is interesting to note that both the IDC and IDC stacking methods failed to improve classification
performance for a few endpoints. As Shipp and Kuncheva (2002) noted, the decision committee
method can perform worse than a single classifier due to dependency among base classifiers. Wang
et al. (2009) also argued that the performance of the decision committee method depends on the
data characteristics and showed through empirical experiments that the decision committee methods
are not always better than a single classifier applying SVM. Due to the complicated aggregation
mechanism of the decision committee methods, it is not obvious why the IDC methods or the IDC
stacking methods performed worse than single classifiers for a few endpoints. However, simulation
studies in the previous section already showed that the IDC method can perform similar to a single
classifier in some cases. Also, it is not surprising that selecting base classifiers through forward se-
lection with 5-fold CV works better than stacked generalization in many endpoints as shown in this
data example. It is possible that we can improve the classification performance of the IDC stacking
method by finding a more sophisticated, optimized learning algorithm to learn an aggregation rule,
as suggested by Wolpert (1992).

7 Discussion

In this article, we proposed an interactive decision committee method that relies on different pairs of
existing categories of feature variables as well as marginal feature categories and two-stage (SVM)
or single stage (random forests and AdaBoost) 5-fold cross-validation with forward selection. The
IDC method was applied to two sets of chemical toxicity data,ToxRefDB and Rat LD50, consisting
of binary endpoints and a set of feature variables from ten chemical descriptor blocks. For simple
comparison purposes, a stacked generalization with the IDCmethod as well as a single unaggregated
classifier were applied to the same data set. The basic idea and computation of the IDC method is
very simple, but the IDC method and the stacked generalization IDC method can improve prediction
accuracies compared to a single classifier in the chemical toxicity data sets applying SVM, random
forests, and AdaBoost. Although the basic idea of the IDC method does not depend on the type of
classifier inducer, the numerical examples show that the performance and the selection of the base
classifiers can differ by learning algorithms.

Our method is in the early stages of development, and there are many possible ways to improve
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it. First, the current IDC method can be extended to resolving multiclass classification problems
(Hsu and Lin, 2002) or to predict continuous outcomes (Budkaand Gabrys, 2010). Second, it would
be helpful to determine whether the improvement achieved bythe IDC method in this paper can
be observed in other types of data, such as gene expression data with gene categories. Liu et al.
(2004) showed that a combinational feature selection with an ensemble neural network based on
individual genes improved a classification task. Since we searched for all second order interaction
terms between feature categories, the current IDC method would be inefficient for a large num-
ber of categories. Gene pathways are numerous, so we would need a more efficient way to select
second order interaction terms between gene pathways. When feature categories can be defined
in multiple ways, the best choice of feature categories is anopen problem. When we have a data
set with multivariate binary outcomes which might be associated with each other like ToxRefDB,
applying the multivariate IDC method could be interesting.However, it is not clear how to imple-
ment multivariate modeling in the decision committee system, and we leave the study of the IDC
method for multivariate outcomes for future research. One can consider higher order interactive
relationships between feature categories for increasing diversity, although we only considered sec-
ond order interactive feature spaces in this article. As pointed out by a referee, adding higher order
interactive relationships should be carefully investigated in terms of overall performance since the
additional benefit by adding higher order interactive relationships may be little relative to computa-
tional cost. Finally, it would also be interesting to integrate bootstrap resampling techniques with the
IDC method in order to increase diversity, thus potentiallyachieving better prediction performance
similar to Assareh et al. (2008) and Stefanowski (2005).

Like other decision committee methods, the IDC method provides little insight into the decision-
making process, and thus limited interpretation of the results could be made (Dietterich, 1997).
Despite this limitation, our work in this paper demonstrated that the proposed method improves
classification performance compared to a single, unaggregated classifier. This study suggests that
the proposed IDC method with two-stage or single-stage 5-fold CV could be useful for classification
problems when high-dimensional feature variables are grouped into feature categories. Also, the
proposed method could be very useful in improving the QSAR classification models, providing a
useful tool for predicting hazards of chemicals, and prioritizing compounds for experimental assays.
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